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This paper focuses on the general Large-Eddy Simulations (LES) formulation to simulate premixed and non-premixed combustion in complex flows such as those typically encountered in gas-turbine combustors. This formulation allows the study and analysis of the fundamental physics involved in such flows, i.e., vortex/flame interaction, combustion dynamics and stability, fuel-air mixing, droplet vaporization, and other aspects of combustion. A highly optimized, parallel LES solver capable of simulating a broad class of flows of practical interest in rather complex geometries has been developed. Typical flows studied include premixed flames in flamelet and broadened flamelet regimes and non-premixed flames in single and two phase flows. Current progress in model development and applications is presented.

1 Introduction

The simulation of compressible, swirling, turbulent reacting flows such as those found in contemporary power generation systems pose a great challenge due to the widely varying time and length scales. In addition to turbulence closure difficulties, the presence of multiple modes/regimes of combustion and the interaction between various chemical species and physical phases (liquid and gas) in the same combustion device accentuates the difficulties. Even with the current computational power available, Direct Numerical Simulation (DNS) of practical combustion devices is not possible. However, recently developed Large-Eddy Simulations (LES) methodologies may allow the accurate simulation of such complex environments at a reasonable computational expense.

In LES, only turbulent flow scales larger than a cut-off size are computed using a time and space accurate scheme while the effects of the smaller, unresolved scales (assumed to be mostly isotropic) are modeled, generally by employing eddy viscosity-based sub-grid models. This approach is acceptable for momentum transport since most of the energy containing scales are resolved. However, this argument cannot readily be extended to reacting flows since combustion occurs at the molecular level, far below any resolved scale.

Accurate modeling of scalar mixing (fuel and oxidizer) is critical for a realistic prediction of chemical reaction rates. Since, the scalar mixing process is dominated by small, turbulent scales, ad hoc eddy diffusivity concepts cannot be accurately used. To deal with these distinctly different modeling requirements, a new sub-grid mixing and combustion model has been developed that allows for proper resolution of the small-scale scalar mixing and combustion effects within the framework of a conventional LES approach.

Earlier studies\textsuperscript{1–3} have established the ability of the LES model in premixed combustion and in fuel-air mixing. To reduce the computational cost, the past calculations employed flamelet models (for premixed combustion) or simulated fuel-air mixing without detailed chemical kinetics. Earlier studies on two-phase reacting flows by Pannala and Menon\textsuperscript{4} involves the use of a zero Mach number formulation of Navier-Stokes equation to predict mixing and combustion in spray flames. This paper summarizes the effort in developing a parallel, LES solver to study combustion dynamics (fully premixed combustion) and spray combustion in a realistic gas turbine configuration.

2 Large-Eddy Simulation Model

The governing conservation equations of motion for mass, momentum, energy, and species in a compress-
ible, reacting flow are:

\begin{align}
\frac{\partial \rho}{\partial t} + \frac{\partial \rho \mathbf{u}}{\partial x_i} &= 0 \\
\frac{\partial \rho u_i}{\partial t} + \frac{\partial \rho u_i u_j + \rho \delta_{ij} - \tau_{ij}}{\partial x_j} &= 0 \\
\frac{\partial \rho E}{\partial t} + \frac{\partial \rho E u_i}{\partial x_i} &= 0 \\
\frac{\partial \rho Y_m}{\partial t} + \frac{\partial \rho Y_m u_i + V_{i,m}}{\partial x_i} &= \dot{w}_m \quad m = 1, N
\end{align}

Here, \( \rho \) is the mass density, \( p \) is the pressure, \( E \) is the total energy per unit mass, \( u_i \) is the velocity vector, \( q_i \) is the heat flux vector, \( \tau_{ij} \) is the viscous stress tensor, and \( N \) is the total number of chemical species. The individual species mass fraction, diffusion velocities, and mass reaction rate per unit volume are, respectively, \( Y_m, V_{i,m} \), and \( \dot{w}_m \).

The viscous stress tensor is \( \tau_{ij} = \mu (\partial u_i / \partial x_j + \partial u_j / \partial x_i) - \frac{2}{3} \mu \partial u_k / \partial x_k \delta_{ij} \) where \( \mu \) is the molecular viscosity coefficient approximated using Sutherland's law. The diffusion velocities are approximated by Fick's law: \( V_{i,m} = (-D_m / Y_m)(\partial Y_m / \partial x_i) \) where \( D_m \) is the \( m \)-th species mixture averaged molecular diffusion coefficient.

The pressure is determined from the equation of state for a perfect gas mixture

\[
P = \rho T \sum_{m=1}^{N} Y_m R_m/W_m
\]

where \( T \) is the temperature, \( R_m \) is the universal gas constant, and \( W_m \) the species molecular weight. The total energy per unit volume is determined from \( \rho E = \rho (e + \frac{1}{2} u_i^2) \) where \( e \) is the internal energy per unit mass given by \( e = \sum_{m=1}^{N} Y_m h_m - P/\rho \) and \( h_m \) is the species enthalpy. Finally, the calorific equation of state is given by

\[
h_m = \Delta h_{f,m} + \int_{T_0}^{T} c_m(T) \, dT
\]

where \( \Delta h_{f,m} \) is the standard heat of formation at temperature \( T_0 \) and \( c_{m} \) is the \( m \)-th species specific heat at constant pressure.

Following Erlebacher et al., the flow variables can be decomposed into the super-grid (i.e., resolved) and sub-grid (i.e., unresolved) components by a spatial filtering operation such that \( f = \bar{f} + f'' \) where \( \bar{\sim} \) and \( \sim \) denote resolved super-grid and unresolved fluctuating sub-grid quantities, respectively. The resolved super-grid quantities are determined by Favre filtering:

\[
\bar{f} = \frac{\rho \bar{f}}{\rho}
\]

where the over-bar represents spatial filtering defined as

\[
\bar{f}(x_i,t) = \int f(x_i',t) G_f(x_i,x_i') \, dx_i'.
\]

Here, \( G_f \) is the filter kernel and the integral is over the entire domain. Applying the filtering operation (a low-pass filter of grid size \( \Delta \)) to the Navier-Stokes equations, the following LES equations are obtained:

\begin{align}
\frac{\partial \rho}{\partial t} + \frac{\partial \rho \mathbf{u}}{\partial x_i} &= 0 \\
\frac{\partial \rho u_i}{\partial t} + \frac{\partial \rho u_i u_j + \rho \delta_{ij} - \tau_{ij} + \tau_{ij}^{res}}{\partial x_j} &= 0 \\
\frac{\partial \rho E}{\partial t} + \frac{\partial \rho E u_i}{\partial x_i} &= 0 \\
\frac{\partial \rho Y_m}{\partial t} + \frac{\partial \rho Y_m u_i + V_{i,m}}{\partial x_i} &= \dot{w}_m
\end{align}

Here, \( \tau_{ij} \) and \( \bar{\sim} \) are approximated in terms of the filtered velocity. The pressure is determined from the filtered equation of state,

\[
P = \rho R T \sum_{k=1}^{N} \{Y_k \bar{T} / W_k + [\bar{V}_k \bar{T} - \bar{Y}_k \bar{T}] / W_k \}
\]

which reduces to

\[
P = \rho R \bar{T}
\]

when the second order correlation terms are neglected.

The unclosed sub-grid terms representing respectively, the sub-grid stress tensor, sub-grid heat flux, unresolved viscous work, species mass flux, diffusive mass flux, and filtered reaction rate are:

\[
\tau_{ij}^{res} = \bar{\rho} [\bar{u}_i \bar{u}_j - \bar{\sim} \bar{\sim}]
\]

\[
H_i^{res} = \bar{\rho} \bar{E}_{\bar{u}_i} - \bar{\sim} \bar{\sim} + [\bar{\rho} \bar{u}_i - \bar{\rho} \bar{u}_i]
\]

\[
\sigma_i^{res} = \bar{\rho} \bar{u}_j \bar{u}_j - \bar{\sim} \bar{\sim}
\]

\[
\Phi_{i,m}^{res} = \bar{\rho} [\bar{u}_i \bar{Y}_{m,j} - \bar{\sim} \bar{\sim}]
\]

\[
\theta_{i,m}^{res} = \bar{\rho} [\bar{V}_i \bar{Y}_m - \bar{\sim} \bar{\sim}]
\]

\[
\bar{\sim} \bar{w}_m,
\]

2.1 \( k^{res} \) Sub-grid Closure

In the present approach, the sub-grid stress tensor, \( \tau_{ij}^{res} \), is determined by using the local grid size, \( \Delta \), as the characteristic length scale and the sub-grid kinetic energy, \( k^{res} \), as the characteristic velocity scale. Therefore, a transport equation for \( k^{res} \) is solved in addition to the governing mass, momentum, and energy conservation equations 6.

The sub-grid kinetic energy, \( k^{res} = \frac{1}{2} [ \bar{u}_i^2 - \bar{\sim} \bar{\sim} ] \) is obtained by solving the following transport equation:

\[
\frac{\partial k^{res}}{\partial t} + \frac{\partial (\bar{u}_i k^{res})}{\partial x_i} = P^{res} - D^{res} + \frac{\partial}{\partial x_i} \left( \frac{\bar{\rho} \nu_t}{P_t} \frac{\partial k^{res}}{\partial x_i} \right)
\]

were \( P_t \) is the turbulent Prandtl number (taken as constant and equal to 0.90), \( P^{res} \) and \( D^{res} \) are, respectively, the production and dissipation of sub-grid kinetic energy. The production term is defined as, \( P^{res} = -\tau_{ij}^{res} (\partial u_i / \partial x_j) \), where \( \tau_{ij}^{res} \) is the modeled sub-grid stress tensor. \( \tau_{ij}^{res} \) is modeled as

\[
\tau_{ij}^{res} = -2 \bar{\rho} \nu_t (\bar{S}_{ij} - \frac{1}{3} \bar{S}_{k\kappa} \delta_{ij}) + \frac{2}{3} \bar{\rho} \bar{k}^{res} \delta_{ij}
\]

with the eddy viscosity, \( \nu_t = C_p (k^{res})^{1/2} \Delta \) where \( \Delta \) is the characteristic LES grid size and the resolved
rate-of-strain tensor, \( \tilde{S}_{ij} = \frac{1}{2} (\partial \tilde{u}_i/\partial x_j + \partial \tilde{u}_j/\partial x_i) \). Finally, the dissipation term is modeled as \( D^{ggs} = C_v \rho (k^{ggs})^{3/2}/\Delta \). The coefficients, \( C_v \) and \( C_t \) can be taken as constant (conventional closure) or can be dynamically determined locally.\(^7\)

A distinct advantage of this \( k^{ggs} \) approach is that it does not assume equilibrium between sub-grid kinetic energy production and dissipation (implicit in algebraic models) thus, helping to attribute a relaxation time associated with non-equilibrium in the sub-grid scales. In addition to this advantage is that the effects of sub-grid turbulence on flame structure and propagation in premixed combustion can be quantified in terms of the sub-grid kinetic energy.\(^1\),\(^2\),\(^8\)

2.2 Liquid phase Simulation Model

Past studies of multi-phase flows,\(^12\) have used an Eulerian/Lagrangian approach to compute the gas phase and liquid phase respectively. In this method the liquid droplets are tracked with a Lagrangian approach to explicitly compute the mass, momentum, energy and species transfer between the continuum and dispersed phase. Usually due to resource constraints, only a limited range of droplets are computed. Droplets below a certain \( \text{ad-hoc} \) cut-off size is assumed to evaporate instantaneously and to become fully mixed with the gas phase. But since this is not a valid assumption, Pannala and Menon\(^4\) extended the gas phase sub-grid mixing model, based on the Linear-Eddy Model (LEM), to allow simulation of the final stages of droplet vaporization and mixing. Their study was restricted to zero-Mach number formulation of the conservation equations. Also, the heat release rates and hence, the vaporization rate allowed in those simulations were low. The present work aims to extend and improve upon the previous study\(^4\) to include all the complexities that were ignored in the previous study. Thus, the current study on two-phase flows solves a full compressible Navier-Stokes equation with a single step global chemistry with realistic heat release. It is also intended to study both infinite rate and finite rate effects. To begin, studies were performed using the conventional gradient diffusion type of closure for the scalars and work is underway to implement the sub-grid scalar mixing model based LEM of Menon \textit{et al.}\(^9\) to close the scalar equations at the sub-grid scale.

3 Parallel LES Algorithm

The LES equations of motion are solved on a three dimensional, boundary-conforming, finite-volume grid using MacCormack’s explicit scheme.\(^13\) No-slip, adiabatic wall conditions are used with non-reflecting inflow/outflow boundary conditions following Poinset \textit{et al.}\(^15\). Clustering is employed near walls and in shear layers to better resolve large scale fluctuations. To increase simulation turn-around time, the computational domain is evenly distributed in parallel using the Message-Passing Interface (MPI) standard. An advantage of the explicit scheme used here is the ease of load balancing since every cell requires the same amount of work resulting in high parallel efficiency attainable.

A cylindrical dump combustor consisting of an inlet pipe expanding into the larger combustion zone is simulated. A rendering of the physical device is shown in Fig. 1; however, the centerline injection probe is not included (currently under way). The ratio of combustor diameter (\( D_c \)) to inlet diameter (\( D_0 \)) is 3.2. The inlet pipe is included to simulate the region downstream of a swirling premixer (Fig. 1). Additionally, by including the inlet, natural flow instabilities are allowed to form upstream of the dump plane. A swirling velocity profile with a swirl number of 0.56 is imposed at the inlet boundary. At this high swirl number, the peak azimuthal velocity is 10% higher than the axial velocity. The mean inlet mass flow rate, temperature, and pressure are 0.435 Kilograms/second, 673 Kelvin, and 11.8 atmospheres, respectively. The Reynolds number based on inlet bulk velocity and inlet diameter is 330,000. An inflow turbulent field is generated by using a specified turbulence intensity (7%) on a randomly generated Gaussian field. To wash out the effects of the initial conditions (approximated using turbulent jet profiles) the simulations are allowed to run several flow-through-times before any data is collected for analysis.

To excite acoustic resonance and accelerate the exiting flow, a 60% convergence is placed at the outlet; however, the flow remains sub-sonic. It must noted that this sub-sonic condition is not the perfect pressure boundary obtained had the outlet been choked. The simulation grid and geometry is shown in Fig. 1. The computational grid is \( 141 \times 65 \times 81 \) (742,365 total grid cells).

For the non-premixed simulations (two-phase), the droplets are injected near the centerline of the inlet boundary. Particle displacements were integrated using fourth order Runge-Kutta method. Elastic collisions were assumed for particles contacting the walls. Properties of the gas phase are interpolated to the droplet locations using simple averaging of the nearest eight neighbor cells. A total of 150,000 droplets are tracked for the momentum coupled case and 120,000 droplets for the reacting case, to obtain good statistics. Particles of constant size (20 microns) were introduced from the start of the simulation of the Eulerian field, assuming that this will reduce the time required for the transient evolution of the field. Stokes number of the particles injected based on the radius of the combustor is 8.2. Cut-off size of the droplets used in the reacting case simulation is 5 microns.
Fig. 1 Geometry (a) and computational grid (b) (141 × 65 × 81) employed in this study. Pressure signal is recorded at the base of the combustor.

4 LES of Combustion Dynamics

At the heart of combustion dynamics is the coupling between the heat release and the pressure oscillations in the combustor. Accurate prediction of the effects of such coupling is especially difficult due to the unsteadiness of the controlling processes (e.g., fuel injection) and the high nonlinearity of the interactions between turbulent mixing, acoustic wave motion, and unsteady heat release. Large-scale structures in the flow play a key role in the coupling process by controlling the mixing of the essential ingredients of combustion: oxidizer, fuel, and heat. Realizing this, attempts have been made to control the vorticity both passively and actively. Active control of instabilities through fuel modulation and flow control have been demonstrated in the past. Passive control using sudden expansions (dump combustor) or bluff-bodies have also been conducted but these studies predominately focused upon axisymmetric flow instability, characteristic of non-swirling flows. However, in a highly swirling flow, azimuthal (helical) instability modes are present and their effects may become important. Recently, experimental and numerical studies have been conducted on highly swirling combustion flows.

Due to the increasing emission regulations, low-NOx gas turbines (LNGT) employing lean, premixed combustion are in high demand. Lean, premixed combustion results in the reduction of thermal NOx formation (Zeldovich or thermal NOx mechanism) due to the reduction in flame temperature. However, lean operation is sensitive to small fluctuations in fuel concentration, flow velocity, temperature, and pressure. Under certain conditions, these fluctuations can be amplified, resulting in high-amplitude pressure oscillations. If these pressure pulses are not attenuated, they may lead to structural damage.

Swirl stabilized combustion is quite common in gas turbine combustors. However, it has been reported by Sivasegaram and Whitelaw that swirl may drive instability in sudden expansion flows. In order to control such swirl-enhanced instabilities, it is vital to understand the large-scale dynamics of these flows. In addition to the basic flow dynamics, the interaction of the vortex structures and the combustion processes needs to be studied.

4.1 Combustion Dynamics Simulation Model

Due to the high expense and numerical difficulties of finite-rate chemistry, the premixed combustion is modeled with a G-equation flamelet model. In this model, a progress variable \( G \) is defined such that \( G = 1 \) for the non-reacted premixed gas and \( G = 0 \) for the burnt products. The evolution of the progress variable is balanced by the fluid convection and flame-normal burning rate. Details of the reaction rates and molecular diffusion/conduction are contained in the laminar flame speed, \( S_L \). Once filtered, the G-equation requires a model for the turbulent flame speed, \( S_t \). Recently, a broadened flame model for premixed combustion using dynamically evaluated turbulence quantities (Localized Dynamic K-equation Model, LDKM) has been developed by Kim and Menon. This model allows the simulation of flames in the thin-reaction-zones regime over a wide range of turbulence levels. However, for this parametric study, Pocheau’s flame speed model has been used in the following form:

\[
\frac{S_t}{S_L} = (1 + \beta \frac{u'}{S_L})^{\frac{1}{a}}.
\] (12)

Here, \( u' \) is the unresolved SGS velocity fluctuation, \( \alpha = 2 \) for energy conservation, and \( \beta \) is an adjustable parameter set to 20.

For this study in combustion dynamics, three simulations were conducted in order to observe the effects of swirl and heat release on the dynamics in this combustor. A non-swirling, non-reacting case (Case A) and two swirling, reacting cases, without (Case B) and with (Case C) heat release, will be compared. The product temperature of the heat release simulation...
was 1807 Kelvin. No combustion was simulated for the non-swirling case since, at the specified inlet mass flow rate, the flame cannot be held by the sudden expansion at the dump plane alone. In the limit of zero heat release, the flamelet (G-equation) field does not affect the flow and therefore acts as a passive scalar. In this limiting situation, the flamelet surface simply follows the local velocity-field without altering it through thermal expansion. While the absence of heat release is not physical, this type of simulation isolates the effects of turbulence and flow dynamics on the flame front.

4.2 Combustion Dynamics Results

The mean axial, radial, and tangential velocity profiles across the diameter of the combustor at the center plane for all three cases are shown in Fig. 2. The data was taken at X/D₀ = 0.2 downstream of the dump plane. The flame passes through this location for both reacting cases. Swirl has little effect on the passive mean axial profiles (Fig. 2(a)); however, with heat release, the centerline region is strongly affected. Similar trends can be seen in the radial profiles where thermal expansion in the flame normal direction (radially outwards) counters the recirculation effect of the sudden expansion. The peak mean tangential velocity is reduced by heat release compared to Case B.

Root-Mean-Square (RMS) velocity profiles at the same axial location are also plotted in Fig. 3. The swirl effects, while small in the mean, are more profound for the fluctuating quantities. In the shear layer region (R/D₀ ≈ 0.5), all three simulations show typically high fluctuations. However, the jet core region has distinct differences. As with the mean, the fluctuating axial velocity with heat release is much less. The lower fluctuating velocity in the core shows the stabilizing effect of swirling flows. Little differences are observed in the radial and tangential RMS profiles with or without swirl. Again, heat release is seen to reduce the fluctuating amplitudes.

Shown in Fig. 4 are the pressure fluctuation spectra. The pressure signals were recorded at the base of the dump plane (see Fig. 1) where the vorticity is low. All three simulations reveal a dominant frequency (plus a harmonic) at a Strouhal number (defined as fD₀/U₀) of 0.88 for the cold flow and 1.12 for the hot (with harmonics at 1.76 and 2.24, respectively). Analysis of the pressure amplitudes and phase angles of these pressure signals along the longitudinal axis of the combustor indicated a 3/4 wave with a wave length proportional to the combustor length (from dump plane to diffuser). This wave shape is acoustic as indicated by the frequency shift from a cold chamber (Case A & B) to hot (Case C), i.e. the frequency shift corresponds to the change in the speed of sound at the higher temperature.

As with the RMS velocity profiles, Fig. 4 gives evidence to the attenuation effects of heat release. While the acoustic wave shape is the same, the amplitude is attenuated by almost 70% when compared to Case B. A time segment of the global Rayleigh parameter (\( \dot{R}(t) \))²² (not to scale) is presented in Fig. 5. Positive \( \dot{R}(t) \) corresponds to amplification (unstable growth) while negative indicates neutral oscillations or attenuation. This time sequence shows stable operation (\( \dot{R}(t) \) is nearly always (-)), i.e. the pressure, p', and heat release, \( \Delta q' \), fluctuations are not in phase. Only at the higher harmonic pressure signal (St = 2.24) does amplification occur indicating that the heat release oscillations are at or near the higher frequency.

The mean structure of the flame surface for Case B & C is plotted in Fig. 6. With heat release, the flame surface is pushed outwards (radially). This trend
follows that of the mean radial velocity profile (Fig. 2(b)) which shows an outward acceleration compared to the zero heat release combustion. The hot flame is longer despite a lower centerline velocity due to a lower turbulence level. This, again, is the effect of turbulence suppression due to heat release.

Fig. 7 shows a mean and an instantaneous view of the 3D flame surfaces for Cases B & C. All pictures were taken with the same frame of references to allow comparison of flame dimensions. Again, with heat release, the flame surface is repelled outward and is longer. Little visual distinction can be made between the cold and hot instantaneous flame fronts. Both show elongation in the azimuthal direction (rib-shaped structures).

The rib-shaped structures in the flame front are aligned with vortex tubes generated in the swirling boundary in the inlet pipe. An example of these vortex tubes from Case C is shown in Fig. 8. There, axial vorticity, $\omega_z$, is shown in red, vorticity magnitude, $|\omega|$, is gray, and tangential vorticity, $\omega_\theta$, is yellow. As the tangential vortices shed, they entrain the flame and carry it along. The flame is drawn outwards till the vortex breaks down. This vortex/flame interaction causes a pulsing flame. More analysis and details of this interaction will be given in future papers.
5 LES of Spray Combustion

Results obtained by solving the unsteady, filtered Navier-Stokes equations for the two-phase reacting flows, with infinite rate chemistry and heat release and a gradient diffusion type of closure for scalars are presented here.

Fig. 9 presents a representative view of the droplet distribution in the combustor for the reacting case. Since the particle size is continuously decreasing due to vaporization, small droplets are entrained into the recirculation bubble due to the swirling motion of the air and are eventually consumed by combustion. On the other hand in the momentum coupled case, (figure not shown) only few particles were seen in the recirculation bubble because of the high inertia of the particles. Large dispersion of droplets towards the outer boundary was also observed in the cross-sectional view (not shown) of the combustor. This radial spread is seen to increase with downstream distance. Larger particles that reach the wall bounce back and move downstream. Further downstream droplets tend to be more uniformly distributed.

Fig. 10 shows the iso-surface of the vorticity and droplet distribution in the combustor. Coherent vorticity is seen near the dump plane is disintegrated quickly in the droplet laden flows. On the other hand, distinct ring structures were observed farther downstream in unladen flows.

Another interesting feature that was observed from the instantaneous snapshots of the flow field is that the droplets tend to accumulate in regions of low vorticity. This type of preferential accumulation of droplets in regions of low vorticity was also observed in the studies of Pannala and Menon.\(^4\)

To investigate this further, conditional expectation of droplet number density conditioned on vorticity is computed. This is shown in Fig. 11. The abscissa in this plot is the normalized vorticity magnitude (normalized by the maximum vorticity in the whole domain). It can be observed that the PDF is non-symmetric, and is biased towards the low-vorticity side, indicating that the droplets tend to accumulate in regions of low vorticity.

Three cases have been simulated to study the effect of particles and combustion on the dynamics of the turbulent flows. A swirling, non-reacting case without droplets, a swirling, non-reacting with droplets with only momentum coupling (i.e., no vaporization) and a swirling, reacting case with droplets and full coupling (with vaporization) were studied. Fig. 12 shows the mean velocity profiles of the gas phase in streamwise, transverse and spanwise directions for all the three cases simulated. These radial profiles are shown at \(x/L = 0.1\) (inside the inlet pipe) and 0.14 (slightly downstream of the dump plane). In all these profiles it can be seen that the peak values of the mean velocity have been reduced in the presence of the particles.
This is the effect of the momentum transfer between the gas phase and the liquid phase. The velocity profiles in the inlet pipe, are almost identical except in the central region of the pipe. This is due to the presence of a greater number of particles near the centerline as compared to near the walls. Both combustion and the droplets seem to have a similar effect on the mean flow, that is to reduce the peak value of the velocities.

Transverse and spanwise mean velocity profiles show that the swirl intensity has been altered significantly in the droplet laden flows. It can be seen that the swirl has been attenuated considerably in the presence of the droplets and combustion. Effect of Stokes number on this attenuation needs to be studied using particles of varying size. It should be noted that for flows with a large droplet to gas-phase density ratio and droplet sizes smaller than the Kolmogorov scale, the particle paths, the relative velocities (between the two phases), and the particle drag are all uniquely determined by the Stokes number.

Fig. 13 shows the root mean square velocity fluctuations in streamwise, transverse and spanwise directions. It can be seen that the turbulent fluctuations have been attenuated in the presence of the particles. The presence of droplets decrease the turbulence level by introducing an additional dissipation. By comparing the magnitude of turbulent intensity profiles in unladen and droplet laden flows, we can see that turbulent fluctuations have been attenuated significantly in regions where the turbulent intensities are high in unladen flows. This is because in regions of high intensities the local Stokes number based on the turbulent time scales will be high. This leads to increased attenuation of the turbulence closer to the shear layer where the turbulence production is very high. This is consistent with Fessler et al study in a backward facing step.

Turbulence levels in the recirculating zones are not affected considerably, due to the presence of fewer particles there. Again the presence of fewer particles in the recirculating zone is because of the large Stokes number associated with the particles. As a result, particle inertia is high and hence do not follow the gas phase in the recirculation zone.

6 Conclusions

The results of our LES model development effort subsequent to the progress reported earlier is summarized in this paper. The past studies established the ability of this solver to carry out accurate Large-Eddy Simulations (LES) using relatively coarse grid resolutions. The algorithm was shown to be capable of capturing unsteady phenomena such as combustion dynamics (premixed), droplet vaporization, and non-premixed spray combustion in practical combustion devices. This approach included a more fundamental treatment of the interaction between the flame
and the flow dynamics while, at the same time, being general enough to allow the inclusion of further complexities of a turbulent combustion encountered in gas turbine combustors. Global behavior of the spray combustion such as the preferential concentration of droplets, droplet dispersion and turbulence modification by the particles are all captured reasonably well by the present formulation. The effects of the mass loading ratio, droplet vaporization rate, and Stokes number on the turbulence modification needs to be studied further. In terms of model development, efforts are underway to include droplet-droplet interaction and a void-fraction approach to simulate the final stages of droplet evaporation. Implementation of the Linear Eddy Model (LEM) for the scalar transport closure with finite rate chemistry is also currently in progress.
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Fig. 12 Mean velocity profiles at two axial locations: (a,b) axial , (c,d) transverse , (e,f) spanwise.
Fig. 13 Mean velocity profiles at two axial locations: (a,b) axial (c,d) transverse (e,f) spanwise.
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